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BEAGLE -- A Darwi nian Approach to Pattern Recognition
"There is grandeur in this view of life, wth its
several powers, having been originally breathed by the
Creator into a few forns or into one; and that whil st
this planet has gone cycling on according to the fixed
| aw of gravity, fromso sinple a beginning endl ess forns
nost beautiful and nost wonderful have been, and are
bei ng evol ved. "

Charles Darwin -- The Origin of Species.
ABSTRACT

BEAGLE (Bi ol ogi cal Evolutionary Al gorithm Generating Logi cal Expressions)
is a conputer package for producing decision-rules by induction from

a database. It works on the principle of 'Naturalistic Selection'

whereby rules that fit the data badly are 'killed off' and repl aced

by 'mutations' of better rules or by new rules

created by 'mating’ two better adapted rules.

The rul es are Bool ean expressions represented by tree structures.

The software consists of two Pascal programs, HERB (Heuristic
Evol utionary Rule Breeder) and LEAF (Logical Evaluator And
Forecaster). HERB inproves a given starting set of rules by
running over several simulated generations. LEAF uses the rules
to classify sanples froma database where the correct nenbership
may not be known. Prelimnary tests on three different databases
have been carried out -- on hospital admi ssions (classing heart
patients as deaths or survivors), on athletic physique (classing
AQynmpic finallists as |ong-distance runners or sprinters) and on
football results (categorizing ganmes into draws and non-draws).

It appears fromthe tests that the nethod works better than

the standard discrimnant analysis technique based on a linear
di scriminant function, and hence that this |ong-neglected approach
warrants further investigation.

1. 1 NTRODUCTI ON

This report descri bes BEAGLE (Bi ol ogi cal Evol uti onary

Al gorithm CGenerating Logical Expressions) which is a computer
system for producing decision-rules by induction froma database.
It works on the principle of natural -- or at least naturalistic
-- selection. Thus it represents a weavi ng-together of strands in
t he thought of three great 19th-century Englishmen, Bool e, Babbage
and Darwi n.

Wiile 'know edge engineering' or 'know edge refining' is
currently enjoying sonething of a vogue and has al ready begun to



produce inmpressive results [Buchanan & Mtchell, 1978; Quinlan,
1979], this report contains a plea not to neglect a paralle
endeavour with a less nechanistic flavour that we might cal

"knowl edge farming' or perhaps 'sophiculture'. |In particular, it
is the author's contention that the great principle of natura
selection is a valuable tool in the stock-in-trade of the

consci enti ous know edge engi neer (or farmer).

The idea of systens that inmprove by a conputational anal ogy
with survival of the fittest has been pursued before [Pask, 1961
Bernstein & Rubin, 1965; Fogel et al., 1966] but has |apsed from
favour sonewhat since the pioneering spirit of Cybernetics was
consolidated into the mature (?) discipline of Artificia
Intelligence. Sel fridge's ' Pandenmoni um [ Sel fridge, 1959] was an
early exanple of a system designed to contain "the seeds of
sel f-inprovement” which involved, anobng other things, replacing
"denons' which discrimnated poorly anong the input patterns they
were supposed to distinguish with new 'denons' formed by randomy
altering the paraneters of surviving ones. But probably the only
really thorough-going attenpt to 'breed" intelligence in the
abstract was by Barricelli and Bell [Bell, 1972].

Barricelli's 'synbioorgani sms' were sequences of integers that
existed in a universe consisting of an array of cells. Wenever
two organisns both attenpted to expand into the sane space a gane
of Tac-Tix was played between them to the death. The nunber
patterns of the organisns were interpreted as noves in the gane.
The surviving organisnms were allowed to reproduce (asexually, it
appears) and sone random nutations introduced, after which the
process was repeated. After sone thousands of generations he had
a collection of organisns that were expert at Tac-TiX.

Barricelli found it quite an effective technique,
and it is my viewthat it is due for a revival.

2. BEAGLE -- THE USER S VI EW

The system as presently inplenmented consists of tw Pasca
prograns running on the DEC System 10 at Pol ytechnic of North
London, nanely HERB (Heuristic Evolutionary Rule Breeder) and LEAF
(Logi cal Eval uator And Forecaster). They can be accessed |ike any
ot her statistical package and in funcion correspond nost closely
to discrimnant analysis. Together they perform the task of
classifying sanples into one of two or nobre categories on the
basis of the values of a nunber of nmeasures or paraneters
describing each sanple. HERB creates and/or nodi fi es the
classification rules which LEAF then uses, typically to forecast
group menbership for sanples whose class is not known.

2.1 The HERB Program

HERB requires three input files -- a datafile, a payoff file
and an old rule file (possibly enpty). It produces as output a
new rule file which is as good as or better than the old one.

The datafile contains a "training set' of sanples for which

the categories are known. It should begin with two integers, Wand F.
Wis the width in characters of the description field for

each sanple (0 if absent). F is the nunber of features.

Then follows the data -- for each case the description field of W



characters, F nunbers which are neasures for the case on each
feature or variable (integers only at present with at |east one
space or new line to separate them, and lastly a nunber
i ndi cating the actual category to which that case bel ongs. (The
cat egory number nust end a line.)

There follows the first three Iines of a typical datafile.

4 18
517 68 165 1 2 114 88 95 73 17 141 66 115 225 110 562 206 113 340
1

This is the beginning of a file of data from 113 patients

admitted to hospital with heart conplaints [Afifi & Azen, 1972].
Each patient was nmeasured on 18 variabl es on adm ssion. Preceding
the 18 scores is an identification nunmber (4 characters) which is
517 for this patient. Followi ng the scores is the category nunber

(1=lived, 2=died). These cases were wused for testing: see
section 4. (The first 5 variables are age, height and sex; so
this patient was 68 vyears old, 165 cmtall, and male .... he

survived.)

To enabl e the programto assess each rule's performance the
user must also furnish a payoff matrix in a separate file which
effectively states the value or cost of each classification or
m scl assi fication. The payoff file also indicates how nany
categories are in use. Since the programworks on tri-state |logic
where 1l=yes, 0=don't-know and -1=no this neans a 3 by NC table
where NC is the nunber of classes. (Later releases will allowthe
user to specify one of several nulti-state |logics of which 0..1,
Bool ean, will be a special case.)

For the tests on the hospital adm ssion data the payoff matrix was
as follows.

Actual d ass
Conputer Decision 1 (lived) 2 (died)

-1 (no) -1 +1
0 (maybe) 0 0
1 (yes) +1 -1

Thus a rule gained a point for a correct classification and | ost
one for an incorrect one. Mre conplex reward/ puni shment schedul es
with nore classes are of course possible.

Finally the user supplies an initial rule file containing up to 64
rules. Initially there nmay be none, in which case the program wil|
generate some at random

Arule is represented by a fully bracketed Bool ean expression
ended by a dollar sign, such as

((#4 GE 20) OL ((#4 LT 10) AN (#17 NE0))) $
which states that variable 4 (#4) should exceed or equal 20
or that both variable 4 should be less than 10 and vari able 17 not

zero for the rule to give a positive (true) result.

The operators are as foll ows.



EQ arithmetic equality

NE arithmetic inequality

Gr greater than

LT | ess than

GE greater than or equal to

LE | ess than or equal to

a | ogi cal disjunction (Inclusive or)
AN | ogi cal conjunction (and)

NO negati on

PLUS addi tion

LESS subtraction

BY mul tiplication
OVER di vi si on

(The odd names such as AN and OL were chosen to avoid a cl ash
wi th Pascal predefined operators.)

Arithnetic is integrated with | ogical evaluation because the
three truth values are +1, 0 and -1. |If arule yields a fina
val ue outside the logic range it will be truncated to the nearest
extreme. Arithnetic subexpressions are not truncated (unless they
woul d cause overfl ow).

2.2 The LEAF Program

LEAF is far sinpler. It takes a datafile in the sane format

as the training set -- the only difference being that the actua

classes need not be known, zero indicating unknown cl ass
menbership -- and runs a rule file on it. The user specifies how
many rules to use: these are always |eft ordered by HERB with the
best first. LEAF can be requested to produce: (1) a listing of

all cases with predicted class, and actual <class and score if
known; (2) a sumary of the perfornmance of each rule and all the
rules jointly; (3) an ordering of cases by rule consensus from
nost likely Yes to nost |ikely No.

Noti ce that the rules produced by HERB can be applied by a person.
LEAF is nmerely a convenience. Contrast this with the |linear functions
with coefficients expressed to 8 or 10 deci mal pl aces

out put by conventional discrimnant analysis packages:

no one in their right mind would try to use those

wi t hout nmachi ne assi stance.

3.  HOW HERB WORKS
HERB attenpts to mimic evolution by natural selection.

Its 'organisnms' are the rules and their survival depends on how well
they categorize the sanples in the training set.



It runs for a nunber of generations, chosen by the user.

A generation consists of one run through the data during which each

rule is evaluated on every case and scored according to the payoff matri x.
The rules are then ranked by total score with the best rules at the top,
i.e. those with the highest score.

The scoring fornmula is actually
( ( GOODNESS- M NSCORE) * 100* GFACTOR) / ( MAXSCORE- M NSCORE) - Sl ZE

where M NSCORE and MAXSCORE are the |owest and highest scores
possi bl e, GOODNESS is the accunul ated payoff and SIZE is the size
of the rule neasured by counting nodes (terms or subexpressions).
VWhat this nmeans is that a long-winded rule scoring the same as a
nore conci se one will be ranked | ower. Renmenber we are treating
the rules as organisns: the larger aninmals need nore 'food'.
GFACTOR can be set by the wuser to alter the balance between
goodness and size. A high GFACTOR asks for a good rule at,
al nost, any price; a low setting is a bias towards brevity.

Havi ng been ranked thus, the breeding begins. The top quarter
(25% are left alone. They are good enough to survive untouched.
The second quarter are all subjected to a procedure GROWwhich
adds a node conposed at random For exanple, GROW on

((#1 QL #2 EQ0)) GT 62)
nm ght produce
((#1 PLUS 5) OL (#2 EQO0)) GT 62 ))

Rules in the third quarter are subjected to a procedure named SLIM
which is the obverse of GRON they lose a randomy selected term
or subexpression. They have survived but are suffering from
"mal nutrition'. Finally the bottom 25% are subjected to a
procedure called KILL which, squeam sh readers nmay be assured,
causes no pain.

To replace the dead rules new ones are formed by mating
together elements fromthe top half of the list. Internally the
rules are held as binary trees. The MATE procedure takes a random
subtree fromone parent rule selected at random fromthe upper
hal f and combines it with another chosen |ikew se. The two parts
are then linked by a randomy selected connective to give a fully
formed expression. For exanple, the mating of

((#4 GT 62) AN (#3 EQO0) )

with

((#17 BY -2) PLUS ((#15 GT 5) OL (#2 LE #8)))

mght result in

((#4 GT 62) LESS #8)

The next step is to apply the MJTATION procedure to a few
(randomy selected) of the lower 7/8ths of the rule list.

This can do various things like altering terms, swapping subtrees,

altering operators and so forth. (The top 1/8th is inviolate:
rul es that high can only be changed if a better 'strain' displaces them)



Finally, procedure TIDY is applied to all rules.

This cuts down redundanci es such as doubl e negati ves,

expressions with a constant value and so on, |leaving the pruned tree
with the sane val ue but expressed nore succinctly. The result of

TI DYi ng

(((5 BY 4) GT 16) AN (#17 EQ #8))

woul d be

(#17 EQ #8)

since (5 BY 4) = 20 and (20 GT 16) = +1 (true).

Then the next generation begins. The process continues
for the required nunber of generations, and then the new rules are
printed onto the output file.

4. SOVE TESTS OF HERB
The question is: does it work?

To establish a conparative standard the discrimnant analysis
function of the SPSS package on the DEC System 10 |ibrary was run
with the hospital adm ssion data. It produced two I i near
functions of seven variables plus a constant. Both these
functions are to be evaluated for each case and if function 1
gives a higher value the sanple is assigned to group 1 (living)
whereas if function 2 gives a higher value the sanple is assigned
to group 2 (dead). (There were 70 survivors and 43 deaths,

but this informati on was not used to weight the prior probabilities.)

The di agnostic variabl es chosen were, in descending order of

i nportance, nunbers 6 (nean arterial pressure), 9 (nean venous
pressure), 4 (shock type), 14 (urinary output), 10 (body surface
area). 15 (plasma volunme index) and 16 (red cell index). Al were
positively | oaded on function 1 except 9 (venous pressure). The
CPU time to generate these results was 2.85 seconds.

When re-run on the training-set data the discrimnant functions
correctly classified 75% of the cases. The m stakes were:

16 of group 1 classed as group 2; 12 of group 2 cl assed

in group 1.

The HERB program was then run on the sane data, starting
conpletely from scratch -- i.e. wth no pre-determ ned rules.
For all the tests the number of rules was fixed at 48. After 111
generations a run of LEAF indicated that the top rule was
correctly grouping 73% of the cases in the training set.

This took about 2 mnutes of run-tinmne.

After 500 generations the top rule was correct on 81% of the cases
(counting a 0, or don't-know, as incorrect as well as
any outright msclassifications).

The top rule at this stage was

(#6 GE (61 LESS #14))



where #6 is nmean arterial pressure and #14 is wurinary output.
What it says is that if nean arterial pressure (mmHg) is greater
than or equal to urinary output (m/hr) subtracted from61l the
patient should survive, otherw se the patient is likely to die.
Its mistakes were: 2 survivors classed as group 2; 20 deaths
classed as group 1. (The payoff matrix could have been adjusted
if these different kinds of error were not equally costly, as no
doubt woul d be the case in practice.)

It is notable that already we have a rule that is better
than the linear discrimnant functions; and so nuch sinpler
that a hospital orderly could easily apply it. (ls this a danger?)

Per haps statisticians, who are on the whole quite content to conputerize
techni ques wor ked out by Pearson and Fisher over 50 years ago

and who tend to regard even Bayesi an deci si on- naki ng

as an exciting but not very respectable novelty, should wake up

to the potential of today's expert systens.

A second test was run on data concerned with the physique of nmale athletes.
Here the data was the age (#1), height in inches (#2),

wei ght in pounds (#3) and race (#4) of the medallists

in the running and wal ki ng events of the 1968 Mexico O ympic Games.

Race was either 0 (white) or 1 (black). (One Japanese was arbitrarily
assigned to race 0 and Mohammed Ganoudi, who appeared tw ce

by virtue of winning nedals in two different events, was classed as 0

the first time and 1 the next: he is Tunisian.)

The aimwas to arrive at a rule that would distinguish

the sprinters fromthe |Iong-di stance nen on the basis of the data
about age, height, weight and race. The events were actually put
into 5 classes, fromshortest to | ongest.

d ass Event s

100m 200m 110m hurdl es

400m 400m hurdl es

800m 1500m 3000m st eepl echase
5000m 10000m 20km wal k
Mar at hon, 50km wal k

ab~hwNE

The vari ous payoffs were assigned accordingly.

Actual d ass

Rul e Deci si on 1 2 3 4 5
-1 2 1 0 -1 -2
0 0 0 0 0 0
+1 -2 -1 0 1 2

A decision of +1 is interpreted as | ong-di stance conpetitor
-1 as sprinter.

After 666 generations the top rule was
((155 LESS #3) PLUS (-5 BY #4))

whi ch was only maki ng one m stake on the 52 sanples in the training set.

VWhat it says, in brief, is that if you are white and wei gh over 155 pounds you
are

a sprinter, if you weigh | ess you are a distance runner

if you are black and wei gh over 150 pounds you are a sprinter,



otherwise you are a |long-distance runner

As a test 12 gold nedallists from the 1980 Mdyscow O ymnpics

were rated by this rule. This was fresh data, not used in the
training phase. Al were correctly categorized except Pietro
Mennea who, at 150 pounds, is a bit light for a white sprinter.

N.B. These figures apply to A ynpic athletes:
j ust because you wei gh over 155 pounds do not get the idea
that you are a match for Allan Wl s!

5.  REMARKS

| see three justifications for this kind of exercise.
Firstly, it is interesting inits own right; secondly, the rules
behave in an interesting fashion; and thirdly, it seens to work.

In the first place it is fun to try a little abstract gardening,
growi ng an orchard of binary trees. And it mght be fruitfu

i n another sense. After all, we are only here by courtesy

of the principle of natural selection, Al workers included,

and since it is so powerful in producing natural intelligence
it behoves us to consider it as a nethod for cultivating

the artificial variety.

The second justification is the surprisingly lifelike behavi our

of the rules thenselves. It can be appreciated by

| ooking at the top four rules produced by HERB on the hospita
adm ssions data after 1, 11, 111 and 1111 generati ons.

1 generation Age Score
(#1 PLUS 0) 1 27
( 2 PLUS 0) 1 27
(#1 PLUS 0) 1 27
(#1 PLUS 0) 1 27

[ 27 = chance expectation]

11 generations

(NO (#16 LE -1) BY (#6 GT 53))) 5 49
(#6 GE #1) 3 40
(((#16 LE -1) BY (#6 GT 53)) LT

((#1 EQ #11) NE -10000)) 4 39
(#1 PLUS 0) 10 27

111 generati ons

(137 OVER (#6 GT 53)) 77 51
(135 OVER (#6 GT 53)) 55 51
(1 OVER (#6 GT 53)) 41 51
(137 OVER (#6 GT 53)) 33 51

1111 generations

(#6 GE (61 LESS #14)) 691 69
(#6 GE (62 LESS #14)) 502 69
((61 LESS #14) LE #6) 479 69

((61 LESS #14) LT #6) 478 69



VWhat we see here is the appearance (and subsequent di sappearance)

of dom nant 'species'. FEach type flourishes for some time unti

qui te suddenly suppl anted by a new and superior line --

typically a mutation of one of its own offspring.

When this happens the extinction of the nore primtive forns is rapid
and conpl ete.

It seens that once a rule fastens on a particular indicator variable

or conbination of variables it will give rise to several copies

or near-copies formng a famly which thrive until a better rule appears,
possi bly using an entirely different set of indicators.

It is as if the new variety have found a nore nourishing 'diet'.

There is nothing to prevent the user inserting a nman-nade rul e

at any stage; indeed it is salutory to do so since all trace of it
is normally lost within a few generations. (If it were easy to
cast your eye over a large nmass of figures and extract an
efficient classification rule for the cases there would be little
need for this kind of program)

The third point is that the systemworks quite well, even
though this is version 1.0 of the program The rul es produced are
short and to the point, though it is fair to nention that the
conputing cost is quite heavy -- alnbst 2 mnutes of runtine per
100 generations on the DEC System 10 (KL 10 processor)

on the hospital data.

As BEAGLE is quite successful on toy databases the reader with
ganbling instincts nmay care to participate inalittle field
testing on far nore nmessy data. For what it is worth, here is the
top rule produced by HERB after 400 generations on a data file
cont ai ning 1000 English and Scottish League and Cup footbal
results (1979-80).

(NO ((#58 OVER #45) AN #77))

Its value is neant to be true (positive) for drawn ganes, negative
ot herw se. The variables are: #58 the away teams ground
capacity (in thousands of spectators) subtracted fromthe hone
teams crowd capacity (thousands); #45 goals scored by the away
side in their |ast away game; #77 difference forned by addi ng hone
teams home goals scored in their last 8 hone matches

to away team s goals conceded in their |last 8 away ganes

and subtracting home teami s goals against plus away teanmis goals for
in the same nmatches.

6. FUTURE DI RECTI ONS

BEAGLE is still at a prototype stage, and can be consi derably inproved.
One pl anned enhancerment was nentioned in section 2.1 --
allowing the multi-state logic range to be specified by the user

A second extension that would not be difficult to inplenent

would be to allow floating-point arithmetic as well as integers,
t hough the interaction with logical values would have to be
carefully considered first. It might be an opportunity to
i ntroduce 'fuzzy logic' [Zadeh, 1965] at the sane tine. (HERB and
LEAF already use a 'slightly fuzzy' conparison schene such that 64



GE 65 is not quite so false as 60 GE 65, but the usefulness of
this has not been assessed.)

Anot her pl anned i nmproverment is the inclusion of additional operators.
The MOD (remminder) function will be one, but nore inportant will be
the pair SO.... OSto allow constructions of the form

(B SO (Al Cs A2))
whi ch serves for
if Bthen A else A2

and will give a rudinentary programm ng ability. O course this
highlights the fact that the rules are really programs in a
speci al - purpose | anguage, which mght [ead to the conclusion that
the system should ultinately generate LISP functions. But this is
rather a distant goal. It wuld remove all restrictions, but
whet her HERB or anything like it could cope with the extra power
remains to be seen. Probably a conpromi se, such as generalizing
the rules as far as production systens of a limted conplexity,
woul d be nore manageabl e.

In effect the rules as they stand simulate single-celled
organi sns, W thout specialization of function. To nbve on to a
hi erarchic structure, <corresponding to multi-cellular aninmals.
HERB woul d need 2nd-1evel organisnms (strategies) with 'green fingers
whose wel fare depended on successfully managing the first-level ones.

A nore serious need is to mmke greater wuse of infornmation
provided by bad rules, rather than just discarding themand quite
possi bly regenerating themlater. This is a major weakness, and
all the obvious renmedies (e.g. a rote nenory of bad rules) would
i ntroduce consi derabl e over heads.

7. CONCLUSI ONS

I would like to present Naturalistic Selection as a viable Al technique.
This is not to say it is a panacea. | suspect that there is always a better
way (cheaper and/or quicker); but no single nmethod is nore appropriate

for '"satisficing' [Sinmon, 1969] in such a wide variety of problens.

On the credit side Naturalistic Selection is absolutely general

A user can hurl any data at HERB, however nonli near

however 'noisy', however much it violates the assunptions about
distribution and scaling underlying nost statistical tests,

and get a reasonable set of discrimnation rules in reasonable tinme.
And since those rules are public and conprehensible, not arcane
technocratic black nmagic, man-nachi ne cooperation is facilitated.
The human can do sone of the hypothesizing (which people are good at)
| eaving the testing (which people are bad at) to the conputer.

For exanple, to classify the test data used in this paper a
sequenti al decision procedure such as that proposed by Hunt [ Hunt

et al., 1966] m ght have been nore economical; but the trouble
with stepwise algorithne which yield a discrimination net or
progressive filter network is their susceptibility to noise in the
data. They work best in situations where there can be no error in
the training data and where the variabl es have rather few discrete
val ues (e.g. chess endganes). HERB, though rarely if ever optimal,



wi Il al nost al ways cone up with sonething usable.

Lastly there is the matter of image. Is the designer of

expert syst emnms to be seen as a soulless white-coated
machi ne- m nder or as soneone who, for the first tine since the
expul sion from Eden, is not nerely picking new fruit fromthe
forbi dden (Binary) Tree of Know edge, but actually naking it grow?
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